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Abstract 

Fuzzy regression analysis was used to model the relationship between the response variable 

and explanatory variables in an ambiguous environment. A multi-objective optimization 

approach was adopted using NSGA-II algorithms with the aim of minimizing two objectives: 

the prediction error is the mean squared error between the predicted and actual concentrations, 

which indicates the accuracy of the model and the other objective is fuzziness. In the model 

that represents the uncertainty in the model predictions. The lower these values are, the better 

the model’s performance in terms of accuracy and reliability. 
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Introduction 

The researcher faces several problems when estimating statistical regression functions, for 

example when the model is indeterminate, or the relationship between the model parameters 

is ambiguous, or the data is hierarchical, or our problem does not meet the assumptions of 

probit regression (i.e., the coefficients of the regression relationship must be constant), or 

when the data Available data are small, so fuzzy regression is used instead of traditional 

regression to more robustly deal with uncertainty and imprecision that may be present in 

environmental data.[2] 

As a result of the presence of high levels of salinity in the waters of the Shatt al-Arab, several 

solutions must be found to reach the optimum to reduce the levels of salinity as much as 

possible at the lowest costs. Given that the levels of salinity are not fixed, but rather are fuzzy 

or random and fuzzy together, it would have been better to study this problem using fuzzy 

regression with programming. Multiple targets to increase efficiency and improve forecast 

accuracy. 
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We will discuss some of what has been studied in previous years on the topic of fuzzy 

regression and its hybridization with multi-objective programming. Among these studies are: 

1. The study (Sakawa.M, 1989) dealt with fuzzy linear regression models, where the 

input and output data were fuzzy numbers (ambiguous), and the study also used three 

indicators to equate the fuzzy numbers, but due to the conflict of ambiguous factors, three 

types of multi-objective programming problems were formulated to obtain fuzzy linear 

regression models corresponding to the three indicators, and then an interactive algorithm was 

developed to derive the optimal Pareto solution.[13] 

2. The study (Sahed and Makidish, 2014) aimed to predict oil prices in the State of 

Algeria, the study compared the method of artificial neural networks and the method of using 

programming by objectives in the analysis of ambiguous regression (foggy), and to compare 

between the two methods, the standard of average absolute values of the error rate was relied 

upon, and the results reached that the method of using programming by objectives in the 

analysis of vague regression is superior to the method of artificial neural networks.[12] 

3. The study (Jianga. H, et al,2019) Fuzzy regression analysis to model the relationship 

between explanatory variables and response variable in a fuzzy environment and by suggesting 

different methods for performing regression analysis and using multi-objective programming 

approaches in order to improve the prediction accuracy of fuzzy regression models, and the 

aim of the study was to reduce the blurring of fuzzy outputs, reduce the impact of outliers and 

reduce the average absolute percentage error of modeling. Multi-objective based on multi-

objective programming, ambiguous least squares regression and fuzzy regression methods 

probability in terms of training errors and prediction accuracy.[5] 

Fuzzy regression [6] 

The analysis of regression models is one of the statistical methods that are frequently used in 

science, and probability theory is used to address the ambiguity (uncertainty) present in these 

models, which is attributed to randomness. However, on the applied side, there are regression 

models in which the ambiguity (uncertainty) accompanying the model is caused by blurring. 

Not randomness or both (randomness and blurring). 

The formula for the general linear model of fuzzy linear regression is as follows:[8] 

Yi = β̃0 + β̃1x̃1 +⋯+ β̃nx̃n + εi 

Since: 

❖ ỹi : It represents the fuzzy response variable 

❖ β̃0 , … , β̃n : Represents the fuzzy regression parameters. 

❖  x̃1, … , x̃n: Represents fuzzy explanatory variables. 

❖  εi : It represents random error, which is normally distributed. 

Fuzzy linear regression aims to model an inaccurate or ambiguous phenomenon using the 

parameters of the fuzzy model. If the assumptions of the ordinary least squares method are 

met, the fuzzy regression is more effective and more flexible for different problems as an 

alternative to classical regression.[7] 

 

 

 



International Journal of Studies in Business Management, Economics and Strategies 

Volume 03, Issue 01, January, 2024 

ISSN (E): 2949-883X 

Scholarsdigest.org 

50 | P a g e  

 

Fuzzy regression model estimation methods : 

Fuzzy regression is based on combining model elements with fuzzy numbers. Fuzzy linear 

regression models are used to find out the ideal linear relationship between explanatory 

variables on the response variable in a fuzzy environment. 

There are several ways to estimate the fuzzy regression model, as follows 

1.  Tanaka model [3] 

 It is the first fuzzy regression method presented by the scientist (Tanaka et al., 1982). 

In this method, a fuzzy linear function is applied to determine the regression of an ambiguous 

phenomenon. In traditional regression, the deviations in general between the observed values 

and the estimated values arise from errors in the observations. However, in this method the 

deviations depend on not specifying the structure of the system, so these deviations are 

considered fuzzy for the system parameters. The relationship The fuzzy line is as follows: 

𝑌 = 𝐴0 + 𝐴1𝑋1 +⋯+ 𝐴𝑛𝑋𝑛        …    (1) 

= 𝐴 𝑋́  

𝑋 = [1, 𝑋1, 𝑋2, … , 𝑋𝑛] A vector of explanatory variables 

𝐴 = [0, 𝐴1, 𝐴2, … , 𝐴𝑛] Vector of fuzzy model parameters 

Fuzzy regression proposed by Tanaka uses fuzzy numbers. Using fuzzy numbers improves the 

modeling of problems where the output variable (both scalar and continuous) is affected by 

imprecision. 

 

2. Fuzzy Least Squares Linear Regression (FLSLR) [14] 

A statistical technique presented by the scientist (Savic and Pedrycz, 1991) as another version 

of the fuzzy linear regression method, and its use was confirmed (Woodall & Redden, 1994) 

in a later study for ease of calculation. It is implemented to reach the solution of the unknown 

(fuzzy) parameters in the regression model and is considered the most common method. . The 

fuzzy least squares method treats the regression parameters as fuzzy numbers. An estimate of 

the parameters of the fuzzy regression model can be obtained by the fuzzy least squares 

method as follows: 

   

(𝐵𝑖
𝑘)𝑇 = (𝑋𝑇𝑋)−1 𝑋𝑇𝐴𝑌 

 (𝑎𝑖
𝑘)𝑇 = (𝑋𝑇𝑋)−1𝑋𝑇𝑎𝑌 

 

3. Fuzzy Moments Method [10] 

This method depends on finding k parameters, then equating the population moments with the 

corresponding sample moments, where we obtain k equations with the number of parameters, 

and then the required estimates are obtained by solving the resulting equations. 

 

4. Fuzzy Bayes Method [11] 

This method is of great importance in inferential statistics and in recent decades Bayes' 

theorem has been a valid and powerful alternative to traditional statistical perspectives. 

In the Bayesian method, the parameters are assumed to be random variables and have a prior 

distribution that is determined from previous information and experience of similar studies. 
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After that, the prior distributions are combined with the likelihood function to obtain the joint 

posterior density function, which becomes the basic solution in the inference for Bayesian 

estimation. 

 

Multi-objective programming [1] 

  Statistical methods seek to find the best ways to achieve goals through research and studies 

that complement each other. These methods always lead to achieving the optimal (best) goal, 

and with the continuous development of departments, they have achieved many goals at the 

same time, and these goals often have multiple dimensions. And diverse, as it made linear 

programming lead to weak solutions that do not meet the management’s ambitions. 

The multi-objective programming method aims to find the best and closest solutions through 

a number of previously defined goals to reduce the total deviations from the specified goals to 

the minimum possible. The pre-determined goals are used as constraints that must be achieved 

as closely as possible, so through them the best solutions are obtained due to their ability to 

contain more than one goal so that they are written in a linear form by improving the solution 

based on one of the variables at each stage of the solution. 

The basic idea of programming goals is to set a priority for each goal, then assign a specific 

weight to each goal within the priority level, then search for a solution that reduces the sum of 

the deviations of the goal functions from their respective goals. 

The best hypothesis when using multi-objective programming is to completely achieve all 

objectives, but the percentage of achieving objectives varies, some of which are achieved 

completely (completely), and conflicting objectives are achieved at different levels depending 

on the priority and weight of the objective that has been allocated by the decision maker or 

management. 

Multi-objective programming seeks to reduce the deviations between the achieved and 

targeted goals to a minimum that may reach zero, instead of directly reducing or maximizing 

a single objective function as in single-objective linear programming. 

The mathematical model is as follows:[4] 

 

Min Z =  ∑  

𝑘

𝑣=1

|∑𝐶𝑣𝑗𝑋𝑗 − 𝑔𝑣

𝑛

𝑗=1

| 

{
 
 
 

 
 
 ∑𝐶𝑣𝑗𝑋𝑗 − 𝛿𝑣

+ + 𝛿𝑣
− = 𝑔𝑣                          , 𝑣 = 1,2, … , 𝑘

𝑛

𝑗=1

∑𝑎𝑖𝑗𝑋𝑗 ≤=≥ 𝑏𝑖

𝑛

𝑗=1

                                           , 𝑖 = 1,2, … ,𝑚

𝑋𝑗, 𝛿𝑣
+, 𝛿𝑣

− ≥ 0               (  𝑗 = 1,2, … , 𝑛)  , (𝑣 = 1,2, … , 𝑘)}
 
 
 

 
 
 

 

whereas: 

 

❖ 𝑋𝑗: represents the decision variable (j). 
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❖ 𝐶𝑣𝑗: The coefficient represents the decision variable 𝑋𝑗 In the objective function 𝑣 

where(𝑣 = 1,2, … , 𝑘) 

❖  𝑎𝑖𝑗 : Represents the resource parameter 𝑖 Available for the resolution variant 𝑗 

where  (  𝑗 = 1,2, … , 𝑛). 

❖ 𝑔𝑣 :  Represents the ambition level of the objective function 𝑣. 

❖ 𝑏𝑖 :Type available resources 𝑖 where 𝑖 = 1,2, … ,𝑚. 

❖ 𝛿𝑣
+& 𝛿𝑣

−  Represents positive and negative deviations from the ambition level. 

 

Fuzzy regression and its hybridization with multi-objective programming approaches: 

The fuzzy approach is used to model uncertain parameters. Moreover, it has been repeatedly 

emphasized in the literature that the fuzzy approach has had a significant impact in modeling 

preference and the multi-objective problem and has helped in approximating preference 

techniques.[9] 

 

Formulation of a multi-objective programming model in case of fuzzy data: 

The distinctive circumstances that the researcher faces are cases of uncertainty and inaccuracy 

regarding some information and data related to the issues, where the researcher is unable to 

accurately determine the level of ambition for a specific goal. 

In 1978, the scientist Zimmerman gave the first formulation of multi-objective linear 

programming under conditions characterized by certainty and ambiguity, as follows: 

Fuzzy GP 

{
 
 

 
 

𝑀𝑖𝑛 𝑍 =  ∑ (𝛿𝑣
+ + 𝛿𝑣

−𝑘
𝑣=1 )                                
                              

𝑠𝑐 {

∑ 𝐶𝑣𝑗𝑋𝑗 − 𝛿𝑣
+ + 𝛿𝑣

− ≈ 𝑔𝑣    , (𝑣 = 1,2, … 𝑘)𝑛
𝑗=1

∑ 𝑎𝑖𝑗𝑋𝑗 ≈ 𝑏𝑖    , (𝑖 = 1,2, … 𝑘)𝑛
𝑗=1

𝑋𝑗, 𝛿𝑣
+, 𝛿𝑣

− ≥ 0      (𝑗 = 1,2, … 𝑛), (𝑣 = 1,2, … 𝑘)

 

 

Applied side: 

The fuzzy regression model was developed using multi-objective programming techniques. 

The goal of this model is to reduce both prediction error and ambiguity at the same time. 

Ambiguity here expresses the degree of uncertainty in the effect of the independent variables 

on the response variable. After the optimization process, several possible solutions were 

obtained within what is known as the “Pareto front”. One solution from this front was selected 

based on a specific criterion and used in prediction on the test set. 

 

How to use the NSGA2 Hybridization Algorithm:[3] 

 It is an evolutionary genetic algorithm to perform dominance-based multi-objective 

optimization, and it directly applies the Pareto dominance relationship and elitism strategy to 

maintain the best results along the optimization process. Optimization refers to finding the 

best possible solution to a problem under a set of constraints, where two solutions are chosen 

from the group and then the best solution is chosen, as both solutions may be possible or not 

possible, or one of them is possible and the other is not. 
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Adopting a multi-objective optimization approach using NSGA-II algorithms with the aim of 

reducing two objectives: prediction error and blurring in the model. Prediction error is the 

mean squared error between predicted and actual concentrations, indicating model accuracy, 

while blurring represents uncertainty in model predictions. The lower these values are, the 

better the model performs in terms of accuracy and reliability. 

In this experiment, a fuzzy regression model was developed to predict the concentration of a 

specific substance, using features related to weather conditions such as precipitation (PRCP), 

minimum temperature (TMIN), average temperature (TAVG), and maximum temperature 

(TMAX). Fuzzy regression differs from traditional regression by using fuzzy set theory to 

more strongly deal with uncertainty and imprecision that may exist in environmental data. 

After dividing the data into training and test groups, the problem is created with the 

initialization of the chosen algorithm NSGA2 and the sampling is equal to 100 samples and 

repeating the process 100 times also to extract the best approximation measures for the Pareto 

front solutions, where both solutions can be possible or one is possible and the other is not or 

both are not possible 

Table (1) Algorithm outputs type NSGA2 

indicator eps n_nds n_eval n_gen 

- - 4 100 1 

ideal 1880405124 .0  5 200 2 

 

 
The Pareto front is represented by the NSGA2 method 

 

The goal of using the NSGA2 type genetic screening algorithm is to minimize the result (i.e. 

improve prediction error and ambiguity( 
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Table (2) Pareto Optimal Pareto Solutions by NSGA2 

5.657 -1.480 

5.657 -1.482 

 

Table (3) Criteria and coefficient of determination for the estimator model using the NSGA2 

method 

MEDAE MAE R-squared MSE 

506 617 0.47 665,613 

After evaluating the optimization results, a set of parameters was selected for the fuzzy 

regression model based on the lowest prediction error. This model was then subjected to a 

local search optimization using a stepwise descent technique to refine the parameters further, 

with the aim of achieving the lowest possible prediction error while maintaining an acceptable 

level of ambiguity. 

 

Conclusions: 

1- The combination of the fuzzy model and multi-objective programming helps improve the 

forecasting process by eliminating ambiguity and reducing forecast error. 

2- The NSGA2 method is an effective tool for the hybridization of fuzzy regression and multi-

objective programming methods, as it provides the lowest values for the statistical criteria 

used. 

3- The mean square error criterion measures the expected and actual concentrations, which 

indicates the accuracy of the model. The lower these values are, the better the model’s 

performance in terms of accuracy and reliability. 

4- This means that about 47% of the variance in the response variable can be explained by the 

model. It also indicates that on average the model predictions are about 815 units away from 

the actual values because the square root standard of the MSE will give us the root mean square 

error, which can be interpreted on the same scale as the original values. 

5- The MAE and MEDAE are also similar across this algorithm, again indicating a mean error 

of these sizes in the model predictions. 
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